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Abstract In an effort to increase the transparency of personal data processing carried 
out via applications listed on their mobile store, Apple recently announced the launch of 
privacy nutrition labels (PNLs). Aimed at informing users about an application’s use of data, 
these card-like labels are prominently visible on each application’s App Store page.

This paper explores whether such disclosures made via PNLs can help data controllers 
fulfil their duty of transparency under the EU General Data Protection Legislation (GDPR). 
It establishes that the PNLs, in their current, highly standardised fashion, cannot convey 
the mandatory obligations required by the GDPR. Added to this, they cannot adequately 
supplement existing privacy policies, either — as they neither serve an adequate role as a 
‘first layer’ of a privacy notice, nor help communicate information more efficiently.

However, the paper finds that the PNLs might serve another purpose: enhancing data 
controllers’ internal compliance routines. PNLs, even with their current limitations, can 
bring tangible improvements to cross-functional communication, third-party sharing 
awareness, records of processing accuracy, adherence to the data protection principles 
and adequate resource assignment.

The overall conclusion of the paper, counterintuitive as it might appear, is that PNLs 
should be viewed as an organisational measure-enhancing mechanism rather than a 
transparency tool.

KEYWORDS: privacy labels, Apple App Store, transparency, data processing notice, 
software development, compliance

INTRODUCTION
Transparency is a cornerstone principle of 
data protection law.1 Data protection rules 
serve two fundamental purposes: they allow 

individuals to exercise decisional autonomy 
over the use of their data, and they make 
it possible for society at large to hold those 
who process personal data accountable.2, 3  
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Without transparency, such objectives 
cannot be met — and no safeguard of data 
protection laws would be efficient in its 
absence.

However, ensuring transparency of 
processing is no easy task. In the digital 
realm, and specifically within the context 
of smartphone end-user applications, two 
fundamental problems are compounded. 
On the one hand, data controllers often 
struggle to provide concise, useful or even 
correct information to their users. On the 
other, users notoriously find privacy notices 
difficult to read and understand, questioning 
the value of investing their time in parsing 
the dense, non-negotiable text.

In an attempt to bridge this gap, Apple 
introduced its newly created privacy 
nutrition labels (PNLs), the result of asking 
the developers to provide an overview 
of their privacy practices in a simple, 
standardised label.4 In early 2021, Google 
followed suit, announcing the new Data 
Safety section for applications deployed on 
the Play Store.5 Both initiatives claim to be 
aimed at enhancing end-users’ privacy, by 
helping them make informed choices on 
how their data will be used.

The aim of this paper is to examine 
whether such privacy labels can be used 
to satisfy the transparency requirements 
embodied in the General Data Protection 
Regulation (GDPR), and the extent 
to which they can contribute to the 
overarching principles of accountability 
and privacy by design. Specifically, can 
such labels be a useful tool for fulfilling data 
controllers’ transparency obligations — and 
what kind of effects could they have on data 
controllers’ internal compliance processes?

PNLS ON THE APPLE APP STORE
For many years, Apple, the world’s largest 
technology company, has used privacy as 
a part of its customer value proposition. 
In early 2019, Apple strategically placed a 
building-tall billboard in Las Vegas — the 

city hosting the Consumer Electronics 
Show — proclaiming that ‘what happens 
on your iPhone, stays on your iPhone’.6 
The company continued the advertising 
efforts focusing on privacy well-into 2022, 
with billboards in major cities boldly stating: 
‘Privacy. That’s iPhone’.7

When version 14 of the iOS operating 
system was introduced in 2020, Apple 
announced new system-wide privacy 
requirements. Any developer wishing 
to create or update applications on the 
App Store — which is the only way of 
distributing iOS apps — would have to 
comply with the new policies.

The first of these policies — app tracking 
transparency — asked the developers to 
actively obtain user permission for data 
used ‘in order to track them or access their 
device’s advertising identifier’.8 Under 
Apple’s definition, ‘tracking’ is construed 
broadly, encompassing matching of datasets 
and sharing of data with ‘data brokers’.9 
User tracking permissions would have to 
be obtained through a standardised system 
dialogue box, asking the user whether they 
‘allow the application to track their activity 
across other companies’ apps and websites’.10

App tracking transparency has had a 
profound effect, rippling through the ad 
ecosystem. Meta’s (formerly Facebook) 
shares have dropped considerably; projected 
loss caused by Apple’s iOS changes is 
estimated to be between US$10 and 
12.8bn.11 The majority of the public lauded 
Apple’s policy changes, as did academia. Ad 
tech companies decried the practice, as did a 
few scholars, who claimed that ‘thinly veiled 
as a privacy-protecting measure, Apple’s 
iOS 14 policy changes harm the entire ad-
supported ecosystem — from developers to 
advertisers to end consumers’.12

Given the scope of the app tracking 
transparency changes, the other iOS 14 
privacy change garnered less attention. 
Under the new policies, developers would 
be obliged to provide a high-level summary 
of the way their apps ‘collect and use’ 
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data. Such a summary would be called a 
privacy nutrition label (PNL), and developers 
would be required to fill in the required 
information prior to submitting their 
application to the App Store — or updating 
an existing application. As Apple explained 
to developers during its Worldwide 
Developers Conference (WWDC):

Today, we already require that all apps 
have a privacy policy. This year, we’re 
going one step further by adding more 
information to help you easily pick out the 
most important details.

Starting in fall 2020, when you submit 
your app to the App Store, you will need 
to fill out a questionnaire to describe how 
your app uses user data. The information 
you provide will be shown to users directly 
on your store page.

This gives users the ability to see what 
an app does before they download it. They 
will be able to see if you collect a little data 
or a lot of data and if any of that data is 
used to track them. You should make sure 
to still provide further details to your users 
to explain your data usage, such as in your 
privacy policy or on your website.13

This statement caused some confusion 
among the developers and the public, who 
were, initially, under the impression that 
Apple would be verifying their privacy 
practices. Apple quickly announced that 
no such verification would be embodied 
in their review of applications submitted 
to the App Store, and that each developer 
is obliged to follow any applicable data 
protection laws.

Once released, the PNLs presented 
mobile users with a short summary of the 
data categories divided into three sets: ‘data 
used to track you’, ‘data linked to you’, and 
‘data not linked to you’ (Figure 1). Upon 
clicking on ‘See details’, users would be 
presented with a more exhaustive list of the 
data categories, divided into the same three 
sets, and categorised by the purposes of data 
use. At the top of this page, Apple states that 

‘the developer has indicated that the app’s 
privacy practices may include handling of 
data as described below. This information 
has not been verified by Apple’ (Figure 2).

On the developer side, when submitting 
a new application, there is no option to add 

Figure 1: A privacy nutrition label shown on the 
Apple App Store

Figure 2: Further details a user can see upon clicking 
on a ‘See more’ button on a privacy nutrition label
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custom categories of data or purposes of 
processing to such labels. The form is fully 
standardised, and the developers are limited 
to choosing between the following purposes 
and data categories:

When submitting an app to the App 
Store, developers enter into a contractual 
obligation to fulfil any data protection 
obligations they have under the applicable 
laws, as well as to adhere to Apple’s 
Developer Policies. These policies 
contractually define the terms pertinent to 
the PNL creation process.

Importantly for discussions on the 
relationship between PNLs and the GDPR, 
developers are only obliged to disclose 
information on the data ‘collected’ by the 
app; collection being defined as ‘transmitting 
data off the device in a way that allows you 
and/or your third-party partners to access it 
for a period longer than what is necessary to 
service the transmitted request in real time’.14 
In other words, any data categories processed 
locally on the device, or externally processed 
exclusively in real-time (ie, with no 
retention), would not trigger the disclosure 
requirements.15 Apple exemplifies the latter 
by stating that ‘if an authentication token 
or IP address is sent on a server call and not 
retained, or if data is sent to your servers 
then immediately discarded after servicing 
the request, you do not need to disclose this 
in your answers in App Store Connect’.16

Furthermore, developers are obliged to 
disclose the categories of data collected by 
‘third-party partners’. This term refers to 
‘analytics tools, advertising networks, third-
party SDKs, or other external vendors whose 
code you’ve added to your app’.17 In other 
words, the term is open-ended, referring 
both to organisations and software tools, 
fuelling further uncertainty as to the type of 
disclosure this provision calls for.

Lastly, the term ‘tracking’, used to 
separate PNL into sections, is contractually 
defined as ‘an act of linking user or device 
data collected from your app with user or 
device data collected from other companies’ 

apps, websites, or offline properties 
for targeted advertising or advertising 
measurement purposes. Tracking also 
refers to sharing user or device data with 
data brokers’. Under Apple’s developer 
agreement, therefore, the only kind of 
tracking that triggers disclosure requirements 
is tracking done for advertising purposes.

Naturally, Apple’s contractual definitions 
do not create any legal effects on their own, 
and they would have to be construed in light 
of the applicable national contract laws.18 
They govern the relationship between Apple 
and developers alone — and the assessment 
of developers’ compliance with these policies 
is outside the scope of this paper.

Can such contractual arrangements, 
nonetheless, help data controllers satisfy 
some of the legal requirements under the 
GDPR, or can they at least serve a purpose 
as a compliance enhancement tool? The first 
question is considered in the next section, 
while the latter is explored in the section 
‘PNLs as an Internal Compliance Tool’.

GDPR’S TRANSPARENCY 
REQUIREMENTS AND PNLS
The fundamental requirements of the GDPR
The principle of transparency is a 
fundamental principle of data protection 
law — and is explicitly recognised as 
its primary component. Article 8 of the 
European Convention of Human Rights 
has been interpreted by the European 
Court of Human Rights as requiring an 
open disclosure of information gathering, 
as well as granting data subjects the right of 
access to their data.19 Similarly, Charter of 
Fundamental Rights of the European Union 
provides, by Article 8, that ‘everyone has 
the right of access to data which has been 
collected concerning him or her, and the 
right to have it rectified’.20 Internationally, 
OECD, an organisation with 38 member 
countries (including the United States and 
numerous EU Member States), provides, in 
its guidelines, that data controllers shall meet 
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the principle of openness. As stated in the 
Guidelines:

There should be a general policy of 
openness about developments, practices 
and policies with respect to personal 
data. Means should be readily available of 
establishing the existence and nature of 
personal data, and the main purposes of 
their use, as well as the identity and usual 
residence of the data controller.21

Within the GDPR, transparency 
is considered to be a part of the core, 
fundamental data protection principles 
enshrined in Art. 5. As stated in the Article, 
personal data shall be ‘processed lawfully, 
fairly and in a transparent manner in relation 
to the data subject’.22

GDPR Rec. 39 elaborates on this 
principle, dedicating to it, tellingly, more 
space than to any other data protection 
principle:

It should be transparent to natural 
persons that personal data concerning 
them are collected, used, consulted or 
otherwise processed and to what extent 
the personal data are or will be processed. 
[. . .] Natural persons should be made 
aware of risks, rules, safeguards and rights 
in relation to the processing of personal 
data and how to exercise their rights in 
relation to such processing. In particular, 
the specific purposes for which personal 
data are processed should be explicit and 
legitimate and determined at the time of 
the collection of the personal data.23

Further specifying data controllers’ 
obligations arising out of the principle 
of transparency, Art. 12 provides that a 
data controller must provide the specific 
information required by GDPR’s other 
articles, ‘in a concise, transparent, intelligible 
and easily accessible form, using clear and plain 
language’.24 Rec. 58 provides that this nature 
of the disclosure is of particular importance, 
‘in situations where the proliferation of 

actors and the technological complexity of 
practice make it difficult for the data subject 
to know and understand whether, by whom 
and for what purpose personal data relating 
to him or her are being collected, such as in 
the case of online advertising’.24

At the core of disclosure duties, Arts. 13 
and 14 of the GDPR contain a list of the 
specific information which must be disclosed 
— as a minimum — in order to ensure 
adherence to the transparency principle. 
The list is long, comprising items such as 
the identity of the data controller, purposes 
of processing, lawful basis of processing, 
any rights which the data subjects have, and 
other information necessary to understand 
the scope of controller’s processing activities.

Finally, of relevance to for the PNL 
discussion, GDPR Art. 12 stipulates that 
information may be provided ‘in combination 
with standardised icons in order to give in an 
easily visible, intelligible and clearly legible 
manner a meaningful overview of the 
intended processing’, adding that ‘where the 
icons are presented electronically they shall 
be machine-readable’.26

Adherence of PNLs to GDPR requirements
To what extent are PNLs able to satisfy 
such strong transparency requirements 
under the GDPR? If they were the sole 
source of information offered to end-users, 
they would undoubtedly fail to satisfy these 
requirements.

Disclosure of mandatory information
Looking at the wording of GDPR Arts. 
13 and 14, it is apparent that PNLs do 
not provide all the information listed in 
the articles. There are only a few PNL 
disclosures that could even remotely provide 
the mandatory information required by these 
articles, but their content is only tangentially 
related to the legal requirements.

To start off, the identity of the developer 
is provided at the top of the ‘App Privacy’ 
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section. There are, naturally, no assurances 
that the developer who uploaded the 
application is in fact the data controller, nor 
any apparent ways to access information 
about joint controllership of data. This is 
especially relevant when reflecting on the 
fact that, according to empirical research:

[M]any app owners or developers delegate 
the app development to app makers, 
who operate an app builder business to 
automatically and instantly create apps or 
landing pages. In such cases, the actual 
owners of these apps are never in the 
position to specify privacy labels, while 
the compliance of the privacy label relies 
largely on the awareness and the honesty of 
app makers.27

Thus, while the PNLs do disclose the 
name of the entity that uploaded the 
application, one should be careful before 
assuming that this satisfies the requirement 
for disclosing the identity of the data 
controller. There is no direct information on 
how to contact a data controller or their data 
protection officer in PNLs, either.

PNLs do, to an extent, present users with 
information on the purposes of processing. 
However, such information is severely 
limited by the fact that the developers 
cannot manually enter their purposes of 
processing; rather as noted above, they must 
pick them from Apple’s pre-defined list 
(Table 1). Such an approach suffers from 
two fundamental problems: first, it is very 
likely that most data controllers will have 
additional purposes to list; and secondly, 
some of the purposes listed are hardly 
compatible with the purpose limitation 
principle. Looking at the list of purposes of 
processing provided by the PNLs, end-users 
are unlikely to be able to deduce meaningful 
information on the actual processing 
practices.

The same argument can be made about 
the disclosure of categories of personal data 
being processed, as required by GDPR 
Art. 14. While the primary focus of a PNL 
is exactly on offering an overview of the 
relevant data categories being used, some 
of the categories predefined by Apple are 
simply too vague (‘app use data’ being one 
example). The limited list of predefined data 

Table 1: Choice of purposes of data processing and data categories that Apple offers to developers

Purposes of processing Categories of information

Third-party advertising Contact info

Developer’s advertising or marketing analytics Health & fitness

Product personalisation Financial info

App functionality Location

Other purposes Sensitive info

Contacts

User content

Browsing history

Search history

Identifiers

Purchases

Usage data

Diagnostics

Other data
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categories which can be entered into the 
PNL is equally problematic.

Adding to this, one of the mandatory 
disclosure requirements under the GDPR 
is whether certain processing is required 
for the performance of a contract, and the 
consequences that the refusal to provide 
such data might entail. One of the purposes 
of processing listed in the PNL is ‘app 
functionality’, and users are, as with other 
purposes, able to see which categories of 
data will be used for this purpose. However, 
the PNL neither refers to the existence of 
any particular contract, nor makes it possible 
for the user to infer what the consequences 
of not providing such data might be. This 
is further compounded by the fact that 
Apple’s examples of ‘app functionality’ 
refer to processing required to ‘authenticate 
the user, enable features, prevent fraud, 
implement security measures, ensure server 
up-time, minimize app crashes, improve 
scalability and performance, or perform 
customer support’.28 Some of these might 
be necessary for the application to function 
as intended — such as data required for user 
authentication; others, such as diagnostic 
data, might have no implications for the user 
experience at all.

PNLs provide no other information 
connected with the requirements of GDPR 
Arts. 13 and 14. There is no information 
on the legal basis of processing, data subject 
rights, third-party recipients, international 
transfers of data, storage periods or further 
processing.

In conclusion, PNLs do not provide data 
subjects with information that could satisfy 
the disclosure requirements of the GDPR. 
In other words, they cannot be seen as fully-
fledged replacement for the privacy notice a 
data controller should disclose.

Supplementary disclosure
If the PNLs fail to meet the mandatory 
disclosure requirements alone, can they at 
least be used as a supplementary measure to 

help the data controllers meet their broader 
duty of transparency under the GDPR?

A strong case for such an approach can 
be made on the surface. Apple does require 
its developers, in addition to using a PNL, 
to post a public link to their privacy policy 
on the App Store, presumably being more 
detailed than the PNL itself. The PNLs, if 
viewed as a supplementary disclosure by 
the data controller, can be perceived as 
helpful, given the very favourable approach 
to layered notices taken by the supervisory 
authorities. Arguably, given their seemingly 
short and clear nature, the PNLs could help 
users make informed, better choices — 
while satisfying the requirements of being 
concise, transparent, intelligible and in an easily 
accessible form, using clear and plain language.29 
Arguably, PNLs could be seen as an early 
form of the data protection icons, mentioned 
in the GDPR Art. 12. Can such arguments 
turn PNLs into a meaningful supplementary 
measure?

PNLs as ‘layered notices’ 
The complexity of presenting users of 
digital services with the information 
required by GDPR Arts. 13 and 14 is 
well acknowledged. Given the very 
broad scope of the information that 
has to be disclosed, combined with the 
commonly acknowledged information 
fatigue, presenting efficient notices can be 
challenging. This has led data protection 
authorities to broadly adopt a preference for 
‘layered notices’. As described in the WP29 
Guidelines on transparency:

In the digital context, in light of the 
volume of information which is required 
to be provided to the data subject, a 
layered approach may be followed by 
data controllers where they opt to use 
a combination of methods to ensure 
transparency. WP29 recommends 
in particular that layered privacy 
statements/notices should be used to link to 
the various categories of information which 
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must be provided to the data subject, 
rather than displaying all such information 
in a single notice on the screen, in order 
to avoid information fatigue. Layered 
privacy statements/notices can help resolve 
the tension between completeness and 
understanding, notably by allowing users 
to navigate directly to the section of the 
statement/notice that they wish to read.30

This preference for layered notices is 
firmly fixed in the advice of national data 
protection authorities as well. However, it is 
hard to observe the PNLs as a good form of 
such practice.

First, if seen as a ‘first layer’ of a GDPR-
required notice, a PNL would fail to 
communicate the key information on 
processing of personal data that such a layer 
should contain. As explained in the WP29 
Guidelines on Transparency:

As regards the content of the first modality 
used by a controller to inform data subjects 
in a layered approach (in other words the 
primary way in which the controller first 
engages with a data subject), or the content 
of the first layer of a layered privacy 
statement/notice, WP29 recommends that 
the first layer/modality should include the 
details of the purposes of processing, the 
identity of controller and a description 
of the data subject’s rights. [. . .] The 
importance of providing this information 
upfront arises in particular from Recital 39. 
[. . .] Therefore, the data subject should 
be able to understand from information 
contained in the first layer/modality what 
the consequences of the processing in 
question will be for the data subject.31

As demonstrated above, the way that the 
PNLs are currently structured does not give 
data controllers an ability to provide such 
information in the first layer.

Secondly, a critical part of a layered 
notice is consistency between different 
layers. In accordance with the principles of 
transparency, fairness and accountability, 
different parts of a notice should not 

contain conflicting information. The WP29 
Guidelines underline the same point. 
However, research indicates that there is 
often a discrepancy between the PNLs and the 
full privacy notices made available on the 
developer’s website, leading to conflicting 
disclosures.

Specifically, in a study carried out in 
2022, Xiao et al. gathered a set of 366,685 
applications from the App Store. Mapping 
their tested functionality to the disclosures 
made by the developers, a set of apps 
whose privacy label and privacy policy 
have inconsistent data practice disclosures 
was measured as including 164,056 apps. A 
subset of 5,102 apps was selected for further 
testing.

Among those 5,102 apps, a total of 3,281 
were identified as cases of neglect disclosure —  
a situation in which the app developer 
collects information without disclosing 
it.32 Amongst these, 238 were in the subset 
where ‘the privacy policy is reliable while 
the privacy label fails to reflect the code 
behavior’.33 Furthermore, a set of 1,628 apps 
was classified as contrary disclosure, indicating 
that the developers disclosed the category 
of data their app uses but failed to classify 
it under a relevant purpose. Out of these, 
202 had correct disclosure in the privacy 
policy and incorrect disclosure on a PNL. 
Lastly, 677 apps were classified as inadequate 
disclosure, which means the developer has 
already declared one or multiple purposes 
for a specific data item but failed to disclose 
all of them.34 Out of those, 74 did have a 
correct disclosure in their privacy policies.

While it is easy to blame such 
discrepancies on the developers and data 
controllers, they have to be observed in 
light of the previously explored limitations 
that Apple places on the PNL disclosures. 
How can developers provide a consistent 
notice, if the first layer does not offer them 
the possibility of customising it to the 
particularities of their data processing?

Thirdly, in line with the principle 
of fairness, a layered notice cannot be 
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used to give data subjects a false sense of 
trustworthiness. As per their policies, Apple 
does not verify the truthfulness of the PNLs 
at any stage of their application review 
process. The users, however, can only find 
out about this fact when opening the ‘See 
details’ page of the PNL (Figure 2). This, 
naturally, leads to many users assuming 
that the PNLs are verified for compliance 
by Apple. As Zhang et al. found in their 
empirical study:

The majority believed (wrongly) that 
Apple had reviewed or verified the 
information in the labels. N7 explained: 
‘[Apple is] allowing that app, that product 
on their system . . . .  So I think Apple, 
if they’re approving that app and they’re 
behind it, then I would think they should 
be checking [the privacy label]’.35

If data subjects are under the impression 
that the first layer of the privacy notice has 
been verified and scrutinised by Apple, they 
will be predisposed to feel more confident 
in sharing their data. Such practice in 
notice layering is therefore fundamentally 
misleading and consequently unfair to the 
data subjects.

PNLs as a communication enhancement 
method 
Setting their potential for layering the main 
data protection notice aside, can PNLs help 
data controllers to establish clear, transparent, 
intelligible communication with the data 
subjects — as required by the GDPR?

The existing research indicates a negative 
answer. In the study by Zhang et al., the 
division of the PNL into three sets of data 
(data used to track you, data linked to you, 
data not linked to you) — coupled with a 
two-layer access to purposes of processing 
— left half of the participants confused as to 
which information the PNLs contained.36 
Specifically, the subjects were confused 
about how to find the purposes and did not 

understand why different data categories 
appeared multiple times.

Participants of the study were also 
confused about the terms used on the 
PNLs. In relation to the purposes of 
processing, some specifically enquired 
about the meaning of ‘App Functionality’.37 
Furthermore, as explored above, ‘tracking’, 
as defined by Apple, only pertains to sharing 
of data for advertising purposes; some 
participants were clearly confused about this, 
thinking that the term pertains to location 
tracking. Many expressed confusion about 
the terms ‘data not linked to you’, with one 
participant stating ‘It states it’s not linked 
to you, but obviously it is linked to you 
because it’s your personal information, like 
your address, your email address, your phone 
number, and your name.’38

Further to this, while some research 
does indicate that shorter privacy notices 
can improve comprehension, there are also 
studies implying the opposite — that shorter 
notices, such as PNLs, can be a worse method 
of communication with data subjects. In 
their study with 200 participants, Gluck et al.  
found statistically significant indication of 
this. Under the heading ‘shortest notices led 
to less awareness’, they explain:

Our results show that removing well-
known privacy practices to make short-
form notices even shorter actually led 
to similar or worse participant awareness 
of privacy practices. Our intuition was 
that further condensing a short-form 
privacy notice would lead to even better 
performance, provided that the practices 
removed were well known. However, this 
intuition proved false, as our results show 
no increase in awareness of the practices 
remaining in the notice when some 
practices are removed.
[. . .]

Our shortest notices performed significantly 
worse than our longest notices, suggesting that 
there may be a lower bound to the length 
of an effective privacy notice. In addition, 
the awareness threshold we selected for 
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removing practices from the shortest notice 
may have been too low.39

Lastly, it might be tempting to 
observe PNLs as an enhanced mode of 
communication with the data subjects due 
to the explicit referral to the standardised 
data protection icons contained in the 
GDPR Art. 12. However, there is no 
reason to assume that the PNLs can serve 
such a purpose in their current form. As 
noted in WP29 Guidelines, ‘the utility of 
icons to effectively convey information 
required under Articles 13 and 14 to data 
subjects is dependent upon the standardisation 
of symbols/images’, which, additionally, 
need to be machine-readable. The labels 
and images do not currently appear to be 
standardised across mobile platforms; for 
standardisation within EU, the Commission 
and the EDPB are tasked with development 
of such code of icons. However, the 
Guidelines rightfully advise caution:

WP29 recognises that, in line with Recital 
166, the development of a code of icons 
should be centred upon an evidence-
based approach and in advance of any 
such standardisation it will be necessary 
for extensive research to be conducted in 
conjunction with industry and the wider 
public as to the efficacy of icons in this 
context.40

The research previously presented 
indicates low probability of the PNLs 
fulfilling this efficacy requirement in their 
current form.

PNLS AS AN INTERNAL  
COMPLIANCE TOOL
If the PNLs serve little use for the purposes 
of transparency towards the data subjects, 
could they still prove to be useful for 
data controllers’ internal processes around 
compliance efforts? There seem to be strong 
indications that this could be the case.

To start with, PNLs could prove 
useful in facilitating proper communication 
between the developers and the data 
controller’s data protection officer (or, 
if one is not appointed, those in charge 
of handling the similar tasks). In their 
presentations aimed at developers — 
presentations that programmers developing 
for Apple’s operating systems are very 
likely to watch — Apple quite explicitly 
recommends consulting with other 
internal stakeholders prior to developing a 
PNL:

Make sure to reach out to the stakeholders 
working on your app. For example, you 
can check with your marketing team to 
understand what data they use and work 
with legal counsel to ensure you document 
all data uses described in your app’s privacy 
policy. We also recommend consulting 
internal documentation in this process.41

Another reason why the developers may 
be likely to involve their data protection 
officer is because a majority of them find 
the PNLs to be inherently confusing, 
rendering it unlikely that they will feel 
comfortable providing the details on 
their own. In a recent empirical study of 
developer attitudes towards PNLs by Li 
et al., the results strongly indicated that 
the developers see filling out the PNLs as 
challenging extra work:

Many participants perceived accurately 
filling out privacy labels to be challenging, 
especially for apps that collected a lot 
of data. For example, P8 individually 
developed an app as part of their hobby. 
With the help of the interviewer, he 
corrected several errors in the privacy 
label due to misunderstanding of some key 
concepts in Apple’s def[i]nitions. Later in 
the interview, he expressed his frustration 
as follows: ‘I’m not like a big company or 
whatever, so it’s a little hard to go through 
all this information. And as you can see, I 
didn’t get everything totally accurate’.42
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Just as pertinently, the study indicated that 
some developers felt that privacy was not 
a part of their organisational responsibility; 
as stated by one of the study participants: 
‘From my experience, the developer will 
not handle the app privacy. When an 
organization have teams for privacy, it’s not 
his work to do this. That’s my opinion. We 
are just here to make things.’43

This kind of developer attitude often ends 
up dealing critical blows to data controllers’ 
lawfulness of processing. And yet, Li et al.  
show empirically that PNLs actively 
encourage developer reflection on data 
protection issues:

Some developers viewed this task as 
beneficial, as it prompted them to reflect 
on their privacy practices. P6 reflected on 
his data use: ‘I think the positive thing is, 
it forces the developer to think about all 
the data that they’re capturing. Every time 
you’re adding a new column, every time 
adding a new table, it’s important to think 
of the information that’s being collected, 
you know, and usually, we think about it 
in performance terms. but we never think 
about [it] in the privacy context.’44

Taking this a step further, one can 
observe that PNLs place a very heavy focus 
on third-party data sharing; as explored 
above, the very definition of ‘tracking’ 
revolves around data sharing for advertising 
purposes. As this is one of the prime data 
protection compliance concerns, Apple 
communicates its importance clearly. As an 
example of the term ‘tracking’, Apple offers 
the following:

Placing a third-party SDK in your app that 
combines user data from your app with 
user data from other developers’ apps to 
target advertising or measure advertising 
efficiency, even if you don’t use the SDK 
for these purposes. For example, using 
a login SDK that repurposes the data it 
collects from your app to enable targeted 
advertising in other developers’ apps.45

In three separate developer presentations, 
Apple explains the importance of checking 
the terms under which any data sharing 
with third parties takes place, especially 
through the use of software development 
kits (SDKs), code libraries offered by third 
parties. Apple expressly acknowledges 
the importance of the SDKs for the app 
ecosystem, while reminding developers of 
their responsibilities:

Many of you embed third-party SDKs 
to avoid reimplementing functionality or 
to take advantage of helpful third-party 
services. You need to be aware of what 
those SDKs are doing. You’re responsible 
for the behavior of your whole app. If an 
SDK collects data, you need to put that 
behavior on your Privacy Label. If an 
SDK is going to track, you need to get 
people’s permission before calling those 
methods. Many SDKs have documentation 
related to the Privacy Nutrition Label. 
You can also reach out to them to ask. 
We know that advertising is a key part of 
how our developers thrive, so we’ve been 
hard at work building privacy-preserving 
ad-attribution technologies. If you run 
ads in your app, pay for ads to grow 
your customer base, or work directly in 
the ad ecosystem, here are some of the 
improvements. 46

This is not to say that such talks 
can immediately improve developer’s 
understanding of third-party data sharing 
practices. In fact, one of the most common 
sources of PNLs non-compliance with the 
processing operations is the lack of overview 
of third-party data use. As Li et al.’s study 
finds, developers mainly focus on the SDK’s 
functionality, rather than any incidental data 
processing.47 This is strongly confirmed by 
Xiao et al.:

In our study, non-compliance of 854 
is caused by opaque data collection by 
third-party service providers. Contrary 
to the previous common understanding 
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which attributes privacy non-compliance 
to opaque third-party disclosure guides, 
we find that even when the third-party 
libraries declare the collection and usage 
of data, such information sometimes 
cannot be leveraged by app developers 
to create compliant privacy label[s]. [. . .] 
The app developers usually integrate those 
[advertising] SDKs for app monetization, 
user behavior measurement, scaling 
marketing campaigns, etc. In our study, we 
observed 2,086 non-compliant behaviors 
from those advertising and analytics SDKs 
in iOS apps. [. . .] In our study, we found 
that 273 non-compliant apps leak sensitive 
data to 22 data brokers.48

However, the more one works on raising 
developers’ awareness of the importance 
of due diligence on third-party SDKs, the 
easier it becomes to encourage developers to 
seek professional data protection help when 
implementing third-party features. Apple’s 
messaging on the topic, coupled with a good 
internal policy, could certainly contribute to 
reducing this risk — this is consistent with 
the findings of Li et al. above.

Lastly, PNLs can be used to ensure 
that data protection efforts are adequately 
prioritised during internal decision-
making processes, such as resource and 
budgetary assignments. The research 
carried out by Bian et al. suggests that the 
PNL announcement caused a pronounced 
stock market reaction. Quite significantly, 
the companies collecting more personal 
data were losing their stock value at 
a considerably faster rate than their 
counterparts:

Using the CAPM [capital asset pricing 
model] model, we observe a CAR 
[capital adequacy ratio] of −4.49% over 
the six months window following the 
privacy label release of a given firm’s most 
popular app when compared with firms 
without any apps. This negative stock 
market response is significant and robust 
to alternative models. [. . .] Consistent 
with the heter[o]genous reaction on the 

product markets, we also find a more 
negative effect for firms that collect more 
data and rely more on mobile users to 
generate revenue. [. . .] Using the CAPM 
model, firms that report above-median data 
collection intensity earn a six-month CAR 
of −13.30%, while their below-median 
counterparts earn a CAR of −4.76%. 
The difference is over 8% and significant, 
suggesting amplified market reactions to 
more privacy-intrusive apps.49

Such a demonstratable effect of the over-
collection of personal data on the market 
is likely to resonate with the management, 
in turn helping data protection officers 
articulate the long term-impacts of poor data 
protection practices.

Taken together, all these factors show a 
potential for the PNL-completion process 
to actively contribute to data controllers’ 
internal compliance efforts — despite not 
being able to significantly contribute to data 
controllers’ duty of transparency.

CONCLUSION
The importance of the principle of 
transparency cannot be overstated. 
Transparency ensures that proper checks 
upon the lawfulness of their processing are 
placed — without it, ‘all other checks are 
insignificant’.50

Apple’s PNLs seemingly offer a way 
to contribute to the data controller’s 
transparency efforts. And yet, their 
contribution is questionable. Not only 
do such labels fail to satisfy the detailed 
disclosure requirements of Arts. 13 and 14 
of the GDPR, but they are surprisingly 
inadequate as a supplementary disclosure 
modality. In other words, they contribute 
very little to data controllers’ duty to present 
information in a clear, transparent and 
intelligible form.

As flawed as they are, seen in the light of 
the transparency principle, PNLs can still be 
quite useful to data controllers. They can 
help boost their compliance work internally, 
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bringing tangible improvements to cross-
functional communication, third-party 
sharing awareness, records of processing 
accuracy, adherence to the data protection 
principles, and adequate resource assignment.

Seen as such, PNLs are rather valuable — 
as long as one shifts one’s perspective from 
external transparency to internal awareness.
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